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Abstract: The aromaticity and the regiochemistry of several 1,3-dipolar cycloadditions have been studied
computationally. It is found that all the transition structures associated with conseipeal-supraprocesses

are in-plane aromatic, and this aromaticity is compatible with a ring current circulating along the molecular
plane. Solvent effects enhance the activation barrier of the reaction and diminish its synchronicity, with little
impact on aromaticity. According to our calculations, aromaticity is important but does not determine the
regiochemistry of the reaction. Other phenomena such as electrostatic interactions and solvent effects can
modify the regiochemical and the stereochemical outcome.

Introduction Scheme 1

The concept of 1,3-dipolar cycloaddition was defined as a
general type of reaction by Huisgen, who developed an
impressive research program to explore the preparative pos-
sibilities of this reaction, as well as its mechanistic aspécts.
Nowadays, 1,3-dipolar cycloaddition reactions are one of the
best and more general methods for the construction of five-
membered rings in a convergent and stereocontrolled manner.
Among the 1,3-dipoles involving second-period elements, nitrile
oxides$ and nitrone$have proved to be among the most useful
and versatile reagents (Scheme 1). The wide range of substit-
uents accessible in the dipolarophiles has allowed the chemical
synthesis of a considerable number of nitrogen and oxygen-
containing heterocycles, in both inter- and intramolecular
processed? In addition, such cycloadducts can be transformed
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further into very attractive compounds by means of well-known
procedures§c®

Given the importance of these reactions, an intensive effort
has been directed toward the elucidation of its mechahiEhe
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development of the theory of pericyclic reactions led to the
rationalization of substituent effects on their regio- and stereo-
selectivity® These models emerged from the combination of
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ates!* This mechanism was vigorously criticized by Huisge#.
The controversy has long since been resolved. The high
stereoselectivity (over 99.997%) observed in one experiment
with diazomethane and methyltiglateexcludes the presence
\//N\OH N of diradical intermediates. This result was also obtained within

= the NMR detection limits in experiments with a nitrile oxide
and 1,2-dideuterioethylene (Scheme!3).

Solvent effects in 1,3-dipolar cycloadditions were also
extensively studied by Huisgéf.This author found a low
solvent effect for this reaction, a result that was interpreted in
experimental data and computational studi¢towever, the terms of early transition structur&l9associated with concerted
nature of the mechanism of 1,3-dipolar cycloadditions was not mechanisms.
free from controversyd10 Thus, the high reactivity of nitrile If [3+2] cycloaddition reactions take place via concerted
oxides can yield dimerization products (Scheme 2) or oxithes. Mmechanisms, the corresponding transition structures should be
The latter products can be rationalized in terms of stepwise aromatic in character. The idea that thermal pericyclic reactions
processes (Scheme 2, path b), which can compete with thehave aromatic character stems from Evahand has been
concerted reaction (Scheme 2, path a). Alternatively, the productsupported by Dewaf and Zimmermar% The connection
distribution may be governed by the second step of a stepw|sebetween the FMO and the aromaticity models is evident if one
mechanism. On the basis of intensive experimental work, takes into account that the Woodwardoffmann rule for the
Huisged®é developed a six-electrosupra-supraconcerted thermalsupra-supracycloadditions is similar to the Hikel rule.
mechanism in accord with the WoodwarHoffmann rules2 However, these considerations do not provide any information
This model was confirmed by the pioneering computational about the actual nature of an aromatic transition state. In a
studies reported by Leroy and Poppin&n contrast, Firestone ~ previous preliminary papéf, we have reported that in 1,3-
proposed a stepwise mechanism involving biradical intermedi- dipolar cycloadditions the corresponding transition structures
arein-planearomatic in character. However, the definition of
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chemical shift* (NICS) in the center of the reacting systems as
well as along the axis perpendicular to the molecular plane as
useful methods to characterizeplane aromaticity?12°

The concept of aromaticity of transition states can also be
connected with geometric and magnetic paramefeas, well
as the activation energy.In contrast, the aromaticity of stable
molecules has been quantified in terms of aromatic stabilization
energy (ASEY2 On the other hand, the relationship of relevant

J. Am. Chem. Soc., Vol. 121, No. 28, 1530

31+G*//IB3LYP/6-31+G* level. NICS calculations along the intrinsic
reaction coordinatés (IRC) were performed by employing the sum
over states density functional perturbation théd(gOS-DFPT) and a
modified version of the deMon-Master progrdfyhich incorporates
the Pipek-Meze¥ localization procedure. These calculations used
individual gauge for localized orbitals (IGLO) with the IGLO-IIl TZ2P
basis séf and the Perdew-Wang-#1(PW91) exchange-correlation
functional.

Solvent effects were simulated with the self-consistent reaction field

factors such as regio- and stereoselectivity and aromaticity hasmethod‘! All the stationary points of the parent systems were optimized

not been studied before.

The aim of the present study is to evaluateplane
aromaticity with regard to important variables in chemical
reactions such as substituent and solvent effects, to improv
knowledge of the factors which determine the energetic
parameters of these reactions, as well as the regio- and
stereochemistry.

e

Computational Methods

All the results were obtained with the GAUSSIAN 94 series of
programs?? using the standard 6-34G* basis set® chosen to describe
properly the significant negative charges present in reactants and
transition structures. Electron correlation was partially taken into
account by means of density functional theory (DEBy using the
GAUSSIAN 94 version of the hybrid three-parameter functional
developed by Beckéand denoted as B3LYP. In our preliminary paper,
we have found that the B3LYP/6-31G* results are comparable or
even slightly better than those obtained at the MP2(FC)/6&1
level?! Unless otherwise noted the reported structures have been fully
optimized at B3LYP/6-3+G*. The zero-point vibrational energies
(ZPVE) were computed at the same level and were not scaled. All
stationary points were characterized by harmonic anaty$isicleus-
independent chemical shifts (NICS) were evaluated by using the gauge
invariant atomic orbitd* (GIAO) approach, at the GIAO-SCF/6-
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by using the Onsager mod&lwhich is denoted as the L1A1 metHéd
(multipole expansion truncated at the dipole term, spherical cévity)
and the self-consistent isodensity polarization continuum model
(SCIPCM)# which is considerably more realistic although computa-
tionally more demanding. Since the geometries obtained with both
approaches were found to be very similar (vide infra), the more complex
systems were investigated at the B3LYP(L1AL)/6+&*+ZPVE level.
Unless otherwise noted, acetonitrike=€ 35.94) was simulated in the
SCRF calculation$; since this solvent is quite common for this kind
of reaction.

The synchronicit§f“” of the reactions was quantified by using a
previously described approath.For a given concerted reaction,
“synchronicity” is defined &8

Sy=1-(@n-2)* i )
= —_— n —_— —
Y 0B

av
wheren is the number of bonds directly involved in the reaction (in
this casen = 5) andodB; stands for the relative variation of a given

bond indexB; at the transition structure (TS) relative to the reactants
and products, according to the following expression:

(35) Fukui, K.Acc. Chem. Re4981, 14, 363. (b) Gonzalez, C.; Schlegel,
H. B. J. Chem. Phy4989 90, 2154. (c) Gonzalez, C.; Schlegel, H. B.
Phys. Chem199Q 94, 5523.

(36) (a) Malkin, V. G.; Malkina, O. L.; Casida, M. E.; Salahub, D.R.
Am. Chem. Socl994 116 5898. (b) Malkin, V. G.; Malkina, O. L.;
Eriksson, L. A.; Salahub, D. R. IModern Density Functional Theary
Seminario, J. M., Politzer, P., Eds.; Elsevier: Amsterdam, 1995; p 273.

(37) (a) St-Amant, A.; Salahub, D. Rhem. Phys. Letl99Q 169, 387.
(b) Godbout, N.; Salahub, D. R.; Andzelm, J.; Wimmer&an. J. Chem.
1992 70, 560. (c) Salahub, D. R.; Fournier, R.; Mlynarsky, P.; Papai, |.;
St-Amant, A.; Ushio, J. InDensity Functional Methods in Chemistry
Labanowsky, J., Andzelm, J., Eds.; Springer: New York, 1991; p 77.

(38) Pipek, J.; Mezey, P. G. Chem. Phy4989 90, 4916.

(39) Kutzelnigg, W.; Fleischer, U.; Schlinder, M. INMR—Basic
Principles and ProgressSpringer: Heidelberg, 1990; Vol. 23, p 165.

(40) (a) Perdew, J. P.; Wang, Yhys. Re. B 1992 45, 13244. (b)
Perdew, J. P.; Chevary, J. A.; Vosko, S. H.; Jackson, K. A.; Pederson, M.
R.; Singh, D. J.; Fiolhais, GPhys. Re. B 1992 46, 6671.

(41) (a) Tomasi, J.; Persico, Nthem. Re. 1994 94, 2027. (b) Simkin,
B. Y.; Sheikhet, IQuantum Chemical and Statistical Theory of SolutioAs
Computational ApproactEllis Horwood: London, 1995; pp. 78L01. (c)
Cramer, C. J.; Truhlar, D. G. IReviews in Computational Chemistry
Lipkowitz, K. B., Boyd, D. B., Eds.; VCH Publisher: New York, 1995;
Vol. VI, pp 1-72. (d) Morao, |.; Lecea, B.; Arrieta, A.; CdssIF. P.J.
Am. Chem. Sod 997, 119 826.

(42) Onsager, LJ. Am. Chem. S0d.936 58, 1486.

(43) (a) Wong, M. W.; Wiberg, K. B.; Frisch, M. J. Am. Chem. Soc
1992 114 523. (b) Wong, M. W.; Wiberg, K. B.; Frisch, M. J. Am.
Chem. Soc1992 114 1645.

(44) (a) Wiberg, K. B.; Castejon, H.; Keith, T. Al. Comput. Chem.
1996 17, 185. (b) Wiberg, K. B.; Keith, T. A.; Frisch, M. J.; Murcko, M.
J. Phys. Cheml995 99, 9072. (c) Wiberg, K. B.; Rablen, P. R.; Rush, D.
J.; Keith, T. A.J. Am. Chem. S0d.995 117, 4261.

(45) Reichardt, CSobents and Seknt Effects in Organic Chemistry
VCH: Weinheim, 1990.

(46) (a) Dewar, M. J. SJ. Am. Chem. S0d.984 106, 209. (b) Borden
W. T.; Loncharich, R. J.; Houk K. NAnnu. Re. Phys. Chem1988 39,
213.

(47) Leroy has proposed the term “asynchronism” in similar contexts.
See: Leroy, G.; Sana, Metrahedron1975 31, 2091.

(48) Moyano, A.; Pericg, M. A.; Valentj E. J. Org. Chem1989 54,
573.

(49) (a) Lecea, B.; Arrieta, A.; Roa, G.; Ugalde, J. M.; Coss$i. P.J.
Am. Chem. Sod 994 116,12314. (b) Lecea, B.; Arrieta, A.; Lopez, X.;
Ugalde, J. M.; Coss, F. P.J. Am. Chem. Sod 995 117, 12314.



6740 J. Am. Chem. Soc., Vol. 121, No. 28, 1999 Cossial.

Table 1. Activation Energie (AE, kcal/mol) and Energies of BALYP/o31:G
Reactioft (AExn, kcal/mol) Calculated for the Reactions between BILYP(L1A1)/6-31+G* _
Dipoles 1a,b and Dipolarophile®a,b (B3LYP(SCIPCM)/6-31+G")
€=35.94 €=35.94
€=1.00 (L1A1) (SCIPCM)

reaction AEs AExw AEs AExw AEs AEn

la+2a—3aa 15.05 —75.16 17.02 —73.52 16.07 —72.69
la+2b—3ab 14.60 —37.07 16.74 —36.58 15.93 —36.88
1b+ 2a—3ba 19.87 —42.14 17.84 —39.60 19.31 —36.63
1b+2b—3bb 16.57 —23.90 18.64 —21.05 19.31 —-19.63

2 Relative energies at the B3LYP/6-8G*+AZPVE level.® Single-
point energy computed at the B3LYP(SCIPCM)/6+33*//B3LYP-
(L1A1)/6-31+G*+AZPVE level (see text).

(B3LYP/6-31+G")
B3LYP(SCIPCM)/6-31+G*
B3LYP(L1A1)/6-31+G*

Charges (NBO)

cH N o]
(+0.225) (+0.175) (-0.400)
+0.317 +0.146 -0.464
+0.307 +0.150 -0.457

Bond Distances

(1.163)  (1.212)
1159 1224
1160  1.223 (1.332)
1a TSba TShb
Charges (NBO) Figure 2. Bond distances (A) of transition structur@Saa—bb
CH, NH o computed at different theoretical levels, &enotes the ring point of
— T - electron density. The L1A1 and SCIPCM data have been obtained with
(+0.199) (+0.324) (-0.522) € = 35.94 (acetonitrile). It was not possible to optimize fhgébb
+0.259 +o0.34¢ 0606 structure at the B3LYP(SCIPCM)/6-31G* level because of conver-

gence problems. On the basis of the remaining L1A1 and SCIPCM
data, the L1Algeometry obtained f68bb should be accurate enough.

Results and Discussion

We first studied the reactions of the simplest N,O-dipolaro-
philes, fulminic acid {a) and nitrone {b), with ethylene and
with acetylene (see Scheme 1). The activation and reaction
energies in the gas phase (taken from our previous pa@ee
compared with those in acetonitrile solution in Table 1. The
Figure 1. Bond distances (A) and NBO charges of dipdlegfulminic main geometric parameters b, 1b, the transition structures,
acid) and1b (nitrone) computed at different theoretical levels. The and products are shown in Figures 1 and 2 and in Figure S1 of
L1A1 and SCIPCM data have been computed with—= 35.94 the Supporting Information.

(acetonitrile). In this and the following figures which incorporate ball- The structural data in Figure 1 demonstrate that the solvent

and-stick representations, atoms are represented by increasing order Of)olarizes the dipolega,b yielding structures with 0.020.02
shadowing as follows: H, C, O, N. . N

A larger N—O bond distances, slightly shorter-®l distances,

BTS _ gR and larger N¢-)—O(—) NBO charge differences. It is notewor-
0B, = ﬁ ) thy that the computationally much lesser demanding L1A1 level
B — B yields geometries which do not differ significantly from those

obtained at the more sophisticated SCIPCM level, despite the
'nonspherical character of the dipolks,b.
Similar conclusions can be drawn from analysis of the
structural parameters of the four saddle points in Figure 2. The
n solvent increases the G5 but shortens the C3C4 distances.
0By =n"'Y 0B 3) Once again, the L1A1 and the SCIPCM results are quite similar,
i= particularly forTSba.
The data included in Table 1 indicate that the energies of
activation of these processes are larger in solution than in the
gas phase, whereas the reaction energies are lower. This can be

The superscripts R and P refer to the reactant and the product
respectively. The average valuedd;, denoted a8B,, in eq 1, therefore
is

Wiberg indice&® B were employed; these were evaluated by using the
natural bond orbital (NBO}-°? method.

(50) Wiberg, K. B.Tetrahedron1968 24, 1083. explained by the higher solvation energies of the 1,3-dipoles.
(51) (a) Reed, A. E.; Weinstock, R. B.; Weinhold, F.Chem. Phys
1985 83, 735. (b) Reed, A. E.; Curtiss, L. A.; Weinhold, F.Chem. Re. (52) NBO: Glendening, E. D.; Reed, A. E.; Carpenter, J. E.; Weinhold,

1988 88, 899. F., NBO Version 3.1, 1995; Gaussian, Inc.
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Table 2. Synchronicitie3 (Sy) and Nucleus-Independent Chemical 01
Shift$ (NICS, ppm mot?) of the Reactions between Dipolés,b NICS
and Dipolarophile®a,b C la+2a
(ppm) ;
€=1.00 e =35.94
NICS NICS NICS NICS

reaction (TS) 3 Sy (TS) 3 Sy

la+2a—3aa —17.82 —12.30 0.80 —17.14 —12.22 0.71
la+2b—3ab —20.08 -5.15 0.79 —19.33 -5.21 0.72
1b+2a—3ba —-17.83 —-7.25 0.92 —17.85 -7.26 0.87
1b+2b—3bb —21.20 -9.24 0.92 —21.12 -9.27 0.87

aComputed at the B3LYP/6-31G* and B3LYP(L1A1)/6-31G*
levels with eqs £3 (see text)’ Computed at the GIA©SCF/6-
31+G*//B3LYP/6-31+G* and GIAO-SCF/6-3+G*//B3LYP(L1AL)/
6-31+G* levels.

The large zwitterionic character of the 1,3-dipoles diminishes
along the reaction coordinate, thereby resulting in lower

solvation energies for the transition structures and the reaction -30 T T T . '
products. A similar effect has been observed experimentally in -3 2 -1 0 1 2
[3+2] cycloaddition between nitrones and alke®®%. Figure IRC (a.u.)

S2 of the Supporting Information shows the linear correlation

between the activation energies, computed at the B3LYP- Figure 3. NICS vs IRC profiles for the reaction between fulminic
(SCIPCM) level for thelb + 2b — 3bb reaction in several acid (1a) and acetylene2@) to yield isoxazole §ad) in the gas phase

. (e = 1.00) and in solutiong = 35.94). The NICS values have been
solvents and the Onsager function,{ 1)/(2 + 1). computed at the center of masses of the whole system, since for points

The computed synchronicities of the reactions between eaylier thariTSaathe (3;+1) ring point is not defined. The NICS values
dipolesla,b and dipolarophilega,b (Scheme 1) are lower in  have been computed at the SOS-DFPT-IGLO/IGLO-IIl TZ2P level on
solution € = 35.95) than in the gas phase (Table 2). Moreover, either B3LYP/6-3%G* or B3LYP(SCIPCM)/6-3%G* geometries.
the computed synchronicities of tid + 2b — 3bb reaction
in different solvents show a linear correlation with the activation
energy (Figure S3 of the Supporting Information). Therefore, (ppm)
this type of reaction is more asynchronous and has higher
activation energies in more polar solvents. This contrasts with 5
other [2+-2]5* and [4+-2]%° cycloadditions in which the transition
structures are more polar than the reactants, thereby resulting
in lower activation energies in solvents.

We have also investigated the aromaticity of both the
transition structures and the reaction products of the reactions
betweenla,band2a,b. In Table 2 we report the NICS for the
transition structure$Saa—TSbb and cycloadduct8aa—3bb. -151
These positions chosen are theX38) ring points of electron
density as defined by Bad&twhich constitutes an unambiguous
characterization of a ring-¢ The large negative NICS values
exhibited by all four saddle points, both in the gas phase and in
solution, indicate the strong aromatic character. In contrast, with
the exception ofr-aromatic isoxazole3aa the remaining

cycloadducts show lower NICS values, motivated by diamag- 25 : . . )
netic shielding induced by the lone pairs. While the NICS values -2 -1 0 1 2
computed in solution are lower than those obtained in the gas IRC (a.u.)

phase, the differences are very small. Therefore, aromaticity doesFigure 4. NICS vs IRC profiles for the reaction between nitrodé)(

not appear7to be very sensitive to solvent effects in these .y aceryleneap) to yield isoxazolidine gbb) in the gas phase (=
compound$’ IRC calculations in the gas phase and in simulated 1.00) and in solution{= 35.94). See Figure 3 caption for additional

details.

(53) (a) Huisgen, R.; Seidl, H.; Bning, I. Chem. Ber1969 102 1102.

(b) Kadaba, P. KSynthesid973 71. o . . . . .
(54) (a) Huisgen, R.; Feier, L. A.: Otto, Petrahedron Lett1968 4485. acetonitrile solution agree with this conclusion. Figure 3 shows

(b) Huisgen, RAngew. Chem., Int. Ed. Endl969 7, 348. (c) Huisgen, R. the NICS values plotted against the IRC for the + 2a —
i‘ggéclhoeé“-ﬁfgﬂg” 10,117. (d) Lim, D.; Jorgensen W. U. Phys. Chem. 333 reaction. The NICS values at the center of masses for the
(55) (a) Berson, J. A.: Hamlet, Z.: Mueller, W. A. Am. Chem. Soc reactants, transition structure and products in the gas phase and
1962, 84, 297. (b) Grieco, P. A.; Garner, P.; He, Petrahedron Lett1983 in solution coincide. However, the decrease in aromaticity from
24, 1897. (c) Jorgensen, W. L.; Blake, J. F.; Dongchul, L.; Severance, D. TSaato 3aais more pronounced in acetonitrile solution than

L. J. Chem. Soc., Faraday Trar994 90,1727. (d) Sustmann, R.; Sicking, ; : . . .
W. J. Am. Chem. S0d996 118 12562, in the gas phase (Figure 3). In this caseplane aromaticity

(56) Bader, R. F. WAtoms in MoleculesA Quantum TheoryClarendon “quenches” more rapidly in solution than in vacuo and NICS
Press: Oxford, 1990; pp 52. . o _ reaches the value associated with tharomatic isoxazol8aa
(57) Katritzky et al. have reported aromaticity variations with molecular dmore rapidly. In contrast, the NICS vs IRC profile of thie +

environment for several polar aromatic hydrocarbons such as azulene an . . hich . | .
nitrogen-containing heterocycles. See: Katritzky, A. R.; Karelson, M.; 2P — 3bb process in which a nonaromatic cycloadduct is

Wells, A. P.J. Org. Chem1996 61, 1619. formed shows an almost complete coincidence between the gas
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Figure 5. Schematic definition of an in-plane ring current f68aa
as well as the variables included in eqs 4 and stRnds for the (3;1)
ring point of electron density.
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Figure 6. NICS/NICSmax andol/o? values for TSaa plotted

max
against thez-axis as defined in Figure 5. The NICS values have been

computed at the GIAO-SCF/6-315*//B3LYP/6-31+G* level. The
d

. . L. . d .
phase and solution profiles. In addition, note that the maximum z/9mavalués have been computed by using eg$4

NICS values are reached beyond the transition structures (IRC

= 0) in both Figures 3 and 4. This feature will be examined
later.
In our communicatioR! we reported that the variation of the

NICS values along the axis perpendicular to the molecular plane

and which intersects the (81) critical ring point permits the
characterization of bothn-plane and z-aromaticity. This
behavior is compatible with the ring-current moé&elin a
previous papet? we have shown that for an in-plane ring current
moving in the molecular plane, the variation of the diamagnetic
shielding ogz along thez-axis perpendicular to such a plane
(Figure 5) is given by eq 4:

ST

(4)

Here, R,,, the average radius with respect to theH(B) ring
point, is defined as
4
a,

Ry = nlli(a m

1

whereR; is the distance of thih-nucleus to the ring poing;
is the atomic number of thegh-nucleus, andy, is the Bohr
radius. The (4;)a, term of eq 5 corresponds to the maximum
of the radial probability function JerRﬁyl(r) for a 2p atomic
orbital.

According to eq 4, the maximum diamagnetic shieldif]g,
for anin-planearomatic transition structure occurs whes 0
and therefore

®)

d
O

max

B ezﬂo
8mm,

Ry (6)

On the basis of eq 5 and the geometric data reported in Figure 4

2, we have obtaineBRy, = 1.127 A forTSaa, in the gas phase.
Equation 6 (i.e., eq 4 witlz = 0), giveso?nax = —12.5 ppm.
This value compares well with the maximum NICS obtained at
the GIAO-SCF/6-31G*//B3LYP/6-31+G* level (NICSnax =
—17.8 ppm, Table 2). The diamagnetic shielding in aromatic

(58) (a) Pauling, LJ. Chem. Physl936 4, 673. (b) London, FJ. Phys.
Radium1937, 8, 397. (c) Pople, J. AJ. Chem. Physl956 24, 1111. (d)
Schneider, W. G.; Bernstein, H. J.; Pople, J.JAAM. Chem. Sod 958
80, 3497. (e) Haig, C. W.; Maillon, R. BProg. Nucl. Magn. Reson.
Spectrosc198Q 13, 303.

(59) Morao, |.; Coss, F. P.J. Org. Chem1999 64, 1868.

structures is known to be due in part to local effé€tslence,

we can conclude that the ring current model accounts for ca.
70% of the total diamagnetic shielding. We also have calculated
the variation of this ratio along theaxis by means of eq 4.
The results, displayed in Figure 6, demonstrate that eq 4
describes correctly the variation of the diamagnetic effect of
the ring current above and below the molecular plane:

d
92 _ NICS

o8 NICS,,,

max

(7)

In summary, the diamagnetic effect of mmplanering current
associated with an aromatic transition structure decays mono-
tonically along thez-axis from the molecular plane.

Equations 4-6 also provide a basis for understanding the
behavior of the NICS along the reaction paths shown in Figures
3 and 4: after the transition structure (going from right to left),
the Ry parameter decreases and the diamagnetic shielding
induced by the electronic circulation increases, thus increasing
the NICS. However, after a certain point on the reaction
coordinate, formation of the new bonds is more advanced.
This counteracts the cyclic electron delocalization, thereby
decreasing the diamagnetic shielding at the center of the ring.
In contrast, the contraction of the ring radius during tlae+
2a— 3aareaction increasesg-aromaticity, since this requires
parallel overlap among the-AO’s. Therefore, the difference
between the NICS at the TS and the maximun NICS along the
IRC in Figure 3 is larger than in Figure 4.

The w-aromatic compound oxazol84a), can be considered
to have two ring currents circulating at a distafgebove and
below the molecular plane (Figure ®)On this basis, a treatment
similar to that used in developing e§%4ives the following
expression for the diamagnetic shielding along zfeis:

;aRO)z]s/z N
- (z ; Ro)2 3/2} .

\

ezﬂo —1 Z
0= _16”meRav{ ’1 + (

In this expressiorR,y is the average radius from the ring critical

(60) (a) Fleischer, U.; Kutzelnigg, W.; Lazzaretti, P.; Muhllenkamp, V.
J. Am. Chem. So0d 974 116, 5298. (b) Fowler, P. W.; Steiner, E. Phys.
Chem.1997 101, 1409. (c) Schleyer, P. v. R.; Jiao, H.; Hommes, N. J. R.
v. E.; Malkin, V.; Malkina, O. L.J. Am. Chem. S0d.997, 119, 12669.

(61) Farnum, D. G.; Wilcox, C. FJ. Am. Chem. Sod.967, 89, 5379.
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Figure 7. Schematic definition of twor-ring currents for isoxazole
(3aa) as well as the variables included in eqs¥®. R, stands for the
(3,71) ring point of electron density.
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Figure 8. NICS/NICSnax ando2/o? ., values for3aa plotted against
the z-axis as defined in Figure 7. The NICS values have been com-
puted at the GIAO-SCF/6-31G*//B3LYP/6-31+G* level. The

d2%Jo8 values have been computed by using eg4@.

point to the five nuclei of the aromatic ring:

n
Ry=n"YR ©)
£
Ry is estimated from Pauling® covalent radiiri® of the five
heavy atoms of isoxazole
n
(10)

RO — n—lzricov
=

Equations 9 and 10, with the geometry of isoxazole in Figure
S1 of the Supporting Information, give,, = 1.164 A andRy
= 0.67 A for 3aa A numerical interpolation ot values at
different values ot yields a maximum value afrﬂm =—-8.0
ppm forz = 0.43 A. Similarly, atz= 0.5 A, the GIAO-SCF/
6-31+G*//B3LYP/6-31+G* computation gives NICSux
—12.6 ppm.

A plot of the of}ar";ax ratio at differentz values, shown in
Figure 8, is found to agree well with the NICS/NIGs vs z

curve. Therefore, eq 7 also holds fararomatic structures.

J. Am. Chem. Soc., Vol. 121, No. 28, 1583

Scheme 4

PhNCO

CHNO, [He=N-0"] —

OH

in the case ofn-plane aromaticity. Instead, thed, or NICS,
maximum value is not found in the molecular plane, but at a
distance from this plane, which is closely related to the covalent
radii of the atoms of the ring.

Regiochemistry. The regiochemistry of these reactions has
been investigated employing the reaction between fulminic acid
(1a)and 1,3-butadienef). This reaction was used by Torssell
et al. to prepare,.-deoxysugarg® When fulminic acid was
generated in situ from nitromethane, only the 5-substituted
isoxazoline3acwas obtained (Scheme 4). We have calculated
the transition structure$S'ac and TSac associated with the
formation of the isomeric isoxazolin@sac and3ac respectively
(Figure 9). The corresponding activation energies as well as
reaction energies are reported in Table 3. The reaction energy
of the 1a + 2c — 3ac process is ca. 4.6 kcal/mol lower than
that calculated for the parent reactiéa + 2b — 3ab in the
gas phase (see Tables 1 and 3). The conjugation energy of 1,3-
butadiene, estimated by means of the related eq 1AFs
+4.5 kcal/mol®*

=/: + _/— _AE_, > _/: (11
Therefore, we can conclude that the lower energy of reaction
calculated for thela + 2c — 3ac process can be explained
entirely in terms of the loss of conjugation in the substrate. In
contrast, the activation energy for this reaction is almost identical
with that calculated for the parent reaction in the gas phase.
The transition structure associated with the formatior8'at
is found to be 3.32 kcal/mol higher in energy thE8acin the
gas phase. Therefore, the B3LYP/6+43%* calculations favor
formation of3ac strongly, in good agreement with the experi-
mental evidence. Note thdtSac is slightly more polar, less
synchronous, and less aromatic th@B'ac. Aromaticity is
important but it does not determine the regioselgttiof the
reaction The same conclusion is reached from results in
chloroform solution € = 4.81, see Table 3). Thus, despite its
lower NICS value TSacis found to be 3.46 kcal/mol lower in
energy tharmS'acat the B3LYP(L1A1)/6-3%G*, a value very
close to that calculated in the gas phase. Therefore, in this
reaction the regioselectivity is controlled by the more favorable
energy of the product rather than by the relative aromaticities
of the regioisomeric transition structures. We have calculated

Hence, the ring current model as expressed by eqgs 4 and 8 cad€ €nergy density i) at the (3;-1) bond critical point between

be used to characterize boitrplane and r-aromaticity. The

(63) Torssell, K. B. G.; Hazell, A. C.; Hazell, R. Getrahedron1985

diamagnetic-based shielding does not decay monotonically as41, 5569.

(62) Pauling, L.The Nature of the Chemical Bon8rd ed.; Cornell
University Press: Ithaca, 1960; p 224.

(64) The total energies (au) at the B3LYP/6+43&*+ZPVE level of
compounds included in eq 11 are the following: 1,3-butadieri®5.91588;
n-butane,—158.33084; 1-butene;157.11982.
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B3LYP/6-31+G"
B3LYP(L1A1)/6-314G*

2

TS ac
Figure 9. Bond distances (A) of transition structuréSacandTS'ac
computed at different theoretical levels, &enotes the ring point of
electron density. The L1A1 data have been obtained with 4.81
(chloroform).

Table 3. Calculated Activation Energig¢AE,, kcal/mol), Energies
of Reactioft (AEn, kcal/mol), Synchronicities (Sy), NICS! (ppm
mol~1), and Dipole Momentsof the Transition Structuregi{s, au)
for the Reaction between Fulminic Acidd) and 1,3-Butadiene2¢)

la+ 2c—3ac lat+ 2c— 3'ac
magnitude ¢ =1.00 e=481 €=1.00 € =481
AE, 14.61 16.15 17.93 19.61
AExn —32.45 —31.68 —30.24 —29.34
Sy 0.71 0.66 0.84 0.81
NICS —14.41 —13.78 —20.89 —20.48
Uts 111 1.33 0.97 1.22

aValues computed at the B3LYP/6-83G*+AZPVE and B3LYP-
(L1A1)/6-31+G*+AZPVE levels fore = 1.00 and 4.81, respectively.
bValues computed at the B3LYP/6-83G* and B3LYP(L1A1)/6-
31+G* levels fore = 1.00 and 4.81, respectivelyComputed with
egs -3 (see text)? Computed at the GIAO-SCF/6-315*//B3LYP/
6-31+G* and GIAO-SCF/6-31G*//B3LYP(L1A1)/6-31+G* levels
for e = 1.00 and 4.81, respectively.

01 and C%° using the expression

H(r) = "1,V?o(r) — G() (12)
where Gf) and p(r) are the kinetic energy density and the
electron density, respectively. F6&'ac, the Hf) value between

01 and C5 is—1.13 kcal/&, which indicates that the GiC5
bond being formed is covalent. In contrast, the same value for
TSacis found to be+3.14 kcal/&, which corresponds to an
ionic interactiorf® Therefore, our calculations indicate that in
the more polar saddle poifiiSac the interaction between the

(65) Cremer, D.; Kraka, ECroat. Chem. Actd 989 57, 1259.

Cossial.
Scheme 5
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01 atom and the allyl moiety is mainly electrostatic in nature.
The large O+C5 bond distance results in poor overlap, and
covalency, between both atoms, thereby making it difficult to
determine the diamagnetic ring current associated with aroma-
ticity. Therefore, in this particular case the most polar transition
structure TSag is the less synchronous and the less aromatic
(thanTS'ac) structure.

We also have investigated the reactivity of nitrofib)toward
a m-deficient dipolarophile, nitroethylen€d). An analogous
transformation was studied by Houk et al. experimentally
(Scheme 5). These authors observed exclusive formation of the
5-substituted cycloaddu®cd in chloroform at 25°C, instead
of the 4-substituted regioisomafcd, which is preferred when
C-substituted nitrones are us&#8 In the reaction of nitrones
with substituted alkenes, aside from the regioisomeric transition
structures and products, there are two possible endo and exo
stereoisomers, depending upon the relative orientation of the
substituent of the nitroalkene and the central atom of the allyl
anion-type dipole. For example, th&upra-supraapproach
between the reactants gives rise to two possible stereocisomeric
5-substituted transition structures:

Similarly, the 5-substituted cycloadducts can adopt either endo
or exo conformations.

We have located four transition structures for the reaction
between nitrone and nitroethylene on the B3LYP/6-&F
energy hypersurface, both in isolation (gas phase) and in
simulated chloroform solution. The chief geometric features of
these transition structures and cycloadducts are displayed in
Figures 10 and S4 of the Supporting Information, respectively.
Relevant data for this reaction are reported in Table 4. According
to our results the endo transition structures are ca. 3 kcal/mol
more stable than the exo TS’s. This preference is not retained
in the cycloadducts (see Table 4). Our B3LYP/6+&*
calculations favor preferential formation of the 4-substituted
cycloadduct3'bd, a result that isnot in agreement with the

(66) For other applications of the H(criterion in the determination of
the ionic or covalent character of bonds, see: (a) Lecea, B.; Arrieta, A,;
Morao, |.; Cos®, F. P.Chem. Eur. J1997, 3, 20. (b) Lopez, X.; Ugalde,

J. M,; Cos%, F. P.J. Am. Chem. S0d.996 118 2718.

(67) Sims, J.; Houk, K. NJ. Am. Chem. Sod.973 95, 5798-5800.

(68) Houk, K. N.; Bimanand, A.; Mukherjee, D.; Sims, J.; Chang, Y.-
M.; Kaufman, D. C.; Domelsmith, L. NHeterocyclesl977, 7, 293.
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B3LYP/6-31+G*
B3LYP(L1A1)/6-31+G*

exo-TS'bd

Figure 10. Bond distances (A) of the four possible transition structures
associated with the {) interaction between nitrone and nitroethylene.

exo-TShd

J. Am. Chem. Soc., Vol. 121, No. 28, 15&B%

regioisomers. Therefore, if we assume that the electrostatic
contribution of the solvation energy can be expressed in terms
of the Onsager model and that the cavitation and dispersion
energies okndeTShd andendeTS'bd are similar in magni-
tude® their solvation energiesAGrs and AGrg, satisfy the
following ratio:

2 .3
AGrs  ursdrs

AGrs  uis ats

(13)

whereAGrs andAGrg are the solvation energies endeTShd
andendeTS'bd, respectively, and anda are the corresponding
dipole moments and cavity radii. The difference in energy of
activation in solution can be approximated as

AAEY = AES) — AER) ~ AAEY —

22 .3
€ — 1 |Urs|Urs@rs

3 |2 .3
26 + 1)als| uisals

1| (14)

whereAAEY is the difference in activation energies in the gas
phase. Using eq 14 and the data reported in Table 4rido

TSbd andendoTS'bd, we obtainAAEY = +1.31 kcal/mol if

the gas-phase dipole moments are used. In contrast, the dipole
moments computed in solution lead 2AE®) = —3.1 kcal/

mol, in good agreement with the relative value obtained at the

R, denotes the ring point of electron density. The L1A1 data have been B3| Yp/6-31+G*+AZPVE level (Table 4). Hence, solvent

obtained withe = 4.81 (chloroform).

Table 4. Calculated Activation Energie¢AE, kcal/mol), Relative
Activation Energied® (AAE,, kcal/mol), Energies of Reactidn
(AExn, kcal/mol), Synchroniciti€s' (Sy), NICS (ppm mol?), and
Dipole Moments of the Transition Structuress, au) for the
Reaction between Nitronell§) and Nitroethylene (@)

1b+ 2d— 3bd 1b+ 2d— 3'bd
magnitude endeTSbd exoTSbd endeTS'bd exoTSbd
€=1.00
AE, 8.84 11.61 8.55 11.62
AAE, 0.00 +2.76 —0.30 +2.77
AEnn —26.83 —24.33 —23.18 —21.14
Sy 0.70 0.74 0.82 0.84
NICS —22.36 —21.03 —19.49 —-18.27
UTs 2.44 2.98 1.46 2.29
€e=4.81
AE; 8.84 11.81 11.62 12.90
AAE, 0.00 +2.96 +2.77 +4.05
AExn —23.49 —22.09 —16.09 —-17.78
Sy 0.61 0.64 0.77 0.77
NICS —-21.69 —20.59 —18.08 —-16.50
Uts 3.26 3.57 2.05 3.08

aValues computed at the B3LYP/6-3G*+AZPVE and B3LYP-
(L1A1)/6-31+G*+AZPVE levels fore = 1.00 and 4.81, respectively.
b Computed with respect tendeTShd. ¢ Values computed at the
B3LYP/6-314-G* and B3LYP(L1A1)/6-3%G* levels fore = 1.00 and
4.81, respectively Computed with eqs 43 (see text)® Computed
at the GIAO-SCF/6-3tG*//B3LYP/6-31+G* and GIAO-SCF/6-
31+G*//B3LYP(L1AL)/6-31+G* levels for ¢ = 1.00 and 4.81,
respectively.

experimental finding (vide supra). However, almost exclusive
formation of 5-nitroisoxazoline3pd) via endeTShd is pre-
dicted at the B3LYP(L1A1)/6-3tG* level in chloroform

effects govern the regiochemistry of this reaction. The polariza-
tion of the solute must be taken into account to describe the
different reaction paths correctly.

In summary, our study indicates that the regiochemistry of
these reactions cannot be assigned by using simple electronic
arguments. Since the aromaticity indices reflect intramolecular
stereoelectronic effects, our results are useful to assign the
impact of steric and polar (including solvent) effects to the regio-
and stereochemical outcome. It is noteworthy that previous
studies have detected the importance of nonstereoelectronic
effects in these kinds of reactioffSOn the other hand, previous
studies have also shown that FMO theory can fail in several
cases to describe the regio- and stereoselectivity of 1,3-dipolar
reactions$®71 Similar disagreement can be found when the
HSAB theory is applied to this reactidA.

Conclusions

From the results reported in this paper the following conclu-
sions can be drawn:

(i) The 1,3-dipolar reaction between carbararbon multiple
bonds and nitrile oxides or nitrones takes place via in-plane
aromatic transition structures. The large values of the NICS
computed at the (3;1) critical points of electron density are
compatible with a ring current circulating along the molecular
plane.

(69) The cavitation and dispersion terms are related to the solvent-
accessible surface and are virtually constant for diastereomeric structures.
See: Rastelli, A.; Gandolfi, R.; Amad#l. S. J. Org. Chem.1998 63,

7425.

(70) See for example: (a) Weidner-Wells, M. A.; Fraga-Spano, S.;
Turchi, 1. J.J. Org. Chem1998 63, 6319. (b) Magnuson, E. C.; Pranata,
J.J. Comput. Cheml998 19, 1759.

(71) See for example: (a) Sustman, R.; Sicking, @iem. Ber1987,

solution. In this case, the lowest energy saddle point is the most12q 1471. (b) Sustman, R.; Sicking, Wchem. Ber1987, 120, 1653. ()
aromatic and the most asynchronous in solution (see Table 4).Rastelli, A; Bagatti, M.; Gandolfi, R.; Burdisso, M. Chem. Soc., Faraday,

In addition, the dipole moments indicate that the transition 1rans.1994 90, 1077 and previous references therein.

structures associated with the formation of the 5-nitro cycload-

(72) (a) Chandra, A. K.; Nguyen, M. T. Phys. Chem. A998 102
6181. (b) Mendez, F.; Tamariz, J.; Geerlings, P.Phys. Chem. A998

duct are significantly more polar than their corresponding 4-nitro 102, 6292.
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